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Abstract  

A least squares Finite Element interpolation procedure was developed to 

interpolate a large data set of handwritten numbers. A full quadratic Lagrange 

Polynomial function was used for a finite element grid. The solution was 

developed for the MNIST data with a training set of 50,000 greyscale images 

consisting of 784 pixels each. The solution was local and required minimal 

computing resources. The process was compared to one which used Deep 

Learning, which was global and required large computing resources. 
 

Introduction 

The Finite Element (FE) technology [1] is based on local interpolation functions. It 

has been widely applied to solve engineering problems with great accuracy. In this 

context the problems may be interpreted as interpolations of geometry subject to a 

set of partial differential equations of equilibrium, e.g. [2]. Though it has not been 

applied in AI to resolve model free problems, there is no reason why it could not 

be effective in that arena in a simpler descriptive geometry problem. It has some 

natural advantages in that a mesh can be generated to represent any physical shape 

and or dimension. The degree of polynomial adopted for the FE also determines 

the order of the accuracy that can be expected. The quadratic form of an element 

results in a 9 node quad and a 27 node hexa element in two and three dimensions 

respectively. Nielsen [3] has studied the problem of recognizing hand written 



numbers using deep learning. The data required for the problem is given by [4] and 

is referred to as the MNIST data. It consists of 50,000 images for training-data, 

another 10,000 each for validation-data and test-data, respectively. An image is 

represented as a 28 X 28 pixel grey scale, (0.0 to 1.0). A typical sample is given 

below in Fig. 1.  

 

 

Fig. 1 MNIST sample images, six images of 28 X 28 greyscale pixels. 

Theoretical considerations 

We first try to understand the extent of the variation of the data for each of the ten 

integers (i =0-9). Let j denote the count of the j th image matrix Aij where A is the 

28 X 28 greyscale pixel matrix. (j varies from 1 to N number of pixels.) 

We can calculate the mean of Aj and also the standard root mean square of the 

deviation sigma from the mean, 

Sigmai= ( (Aij-Aj) *  (Aij-Aj) /N)** 0.5                                     (1) 

From this, we calculate the sum of the matrix sumSi and use 2*sumSi as the test to 

determine whether an image belongs to the i th integer. 

Next, we test the test-data against these values and establish that no data for a 

particular integer fails the test. 

At this point, we introduce our interpolation function. This is the Lagrange 

polynomial, which can be written down directly for the x direction as  

Ln
k (x) =     (x-x0)(x-x1)…(x-xk-1)(x-xk+1)…(x-xn)                              (2)  

              (xk-x0)(xk-x1)…(xk-xk-1)(xk-xk+1)…(xk –xn) 

Where the subscript indicates the x coordinate at the node 

And k varies from 0 to n nodes. 



The value of the polynomial is 1 at xk and 0 at all the other nodes, viz the 

polynomial passes through all the other nodes. 

Thus in two dimensions the interpolation matrix NIJ is given by 

 NIJ= Ln
i (x) Lm

j (y)                                             (3) 

For the i, j nodes in the x, y directions respectively. 

In order to use our interpolation functions, we divide our domain into a number of 

FE meshes. For simplicity, we choose p = q = 4, 6, 14 pixels in the x, y directions 

because it fits exactly into our 28 X 28 data image. 

We note that our quadratic interpolation function only occupies a 3 X 3 position in 

each mesh. We set the interpolating matrix to the appropriate mean value Ameanij. 

For convenience, we can calculate the interpolation matrix for all the pixel 

positions within the mesh, using s,t as subscripts for the pixels, we can generate 

interpolating arrays Nstij where ij indicates the interpolating matrix Ameanij 

discussed above. 

Computer Program and results 

With the above definitions, we developed a computer program using the Python 

Language. We calculated the mean values using the training data and tested the 

interpolating arrays for all the test data. We report that there were no failures. 

Table 1 gives the sigma sumS and the normalizing sum of the mean values A.  

Integer test 0 1 2 3 4… 

Sigma sumS 4.93 2.65 5.16 4.74 4.48 

Mean sum 135.8 59.6 116.2 110.8 117.8 

Sigma norm 0.036 0.044 0.044 0.042 0.038 

 

Table 1. sums of the mean sigma and mean pixel values from the training data. 

Table 1 gives the results obtained for the first five integer fits. We note that the 

mean deviation in the least squares sense is around 0.04 and does not vary 

significantly from integer to integer being tested. 

Tests were also conducted to see the cross correlations between the integer results. 

The cross correlations were of the order of 1, normalized for when the integer 



values were not equal. This last result means that there should be no false 

positives. 

Discussion of results 

The results demonstrate the ability of FE Interpolation to perform in the number 

recognition problem. Results were good even for the 14 pixel mesh where only 4 

elements was used for the whole problem. Here an estimate of the truncation error 

with h=1/4, would put C h(0)**3  = C /64. Apparently, for our problem C was of 

the order of less than 1. The results were obtained with a minimum of computing 

resources. 

It would be of interest to compare the process required in the deep learning 

solution presented by Nielsen [3] using Artificial Neural Networks (ANN) [5]. The 

input variables consisted of 50,000 data with 784 pixels each. There was a hidden 

layer of 15 Neurons. In order to appreciate the computing effort required to 

compute the optimal weights w in the problem, we note that there are 784*15 w for 

the first layer and 15*10 w for the hidden layer. This is equivalent to solving 

12,000 quasi linear problems. There is no fixed opinion as to the role of the hidden 

layer. In the writer’s opinion and because the equations for each layer is quasi 

linear, the addition of another quasi linear function to the results of the first layer 

can be regarded as an approximation to a nonlinear function. The solution of the 

weights is obtained via an iterative back-propagation process [6]. Essentially this is 

a relaxation process which needs to be more complex because of the non-positive 

definite nature of the quasi linear problem, at best we can estimate an order of 

magnitude computing by assuming that each solution requires 12000*15*15 

operations to solve a similar linear problem with the same number of unknowns 

and a bandwidth of the 15 hidden layer of neurons. We must do this 50,000 times. 

Clearly the effort after the first ten integer results is much reduced because we 

need only account for changes. However it is safe to characterize this as a global 

problem requiring the full extent of each input and output variable to be involved. 

Fig.2 shows the neural network used for this problem. 

 



 

Fig. 2. Neural network with hidden layer for MNIST data. 

In contrast, the FE interpolation is a local problem requiring only the mesh pixel. 

There are linear or nonlinear equations to be solved. It is interesting to speculate 

that the FE interpolation is the better model for implementation in the brain. The 

method described here should be applied to further imaging problems, perhaps 

extending to 3 D problems. 

 

Conclusions 

A Least Squares FE Interpolation process was developed and applied to the 

problem of recognizing hand-written numbers. 

1. The FE Interpolation was successfully applied. 

2. The quadratic Lagrange polynomial was found to be sufficient for the task. 



3. The FE Interpolation was shown to be local and requiring minimal 

computing resources especially when compared to the deep learning process 

for this problem. 

4. Part of the advantage of the FE process is that the mesh used can be adapted 

to fit the data. 
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